M&M Statistics
A Chi Square Analysis

Have you ever wondered why the package of M&Ms you just bought never seems to have enough of your favorite color?  Is the number of the different colors of M&Ms in a package really different from one package to the next?  Well, according to the Mars Company, they hope your package looks like this: 
	% color
	Plain
	Peanut
	Crispy
	Minis
	Peanut Butter
	Almond

	Brown
	13%
	12%
	17%
	13%
	10%
	10%

	Yellow
	14%
	15%
	17%
	13%
	20%
	20%

	Red
	13%
	12%
	17%
	12%
	10%
	10%

	Green
	16%
	15%
	16%
	12%
	20%
	20%

	Blue
	24%
	23%
	17%
	25%
	20%
	20%

	Orange
	20%
	23%
	16%
	25%
	20%
	20%



[bookmark: _GoBack]One way that we could determine if the Mars Co. is true to its word is to sample a package of M&Ms and do a type of statistical test known as a “goodness of fit” test.  This type of statistical test allows us to determine if any differences between our observed measurements (counts of colors from our M&M sample) and our expected (what the Mars Co. claims) are simply due to chance or some other reason (i.e. the Mars company’s sorters aren’t doing a very good job of putting the correct number of M&M’s in each package).  The goodness of fit test we will be using is called a Chi Square (X2) Analysis.  This test is generally used when we are dealing with discrete data (i.e. count data, or discontinuous data). We will be calculating a statistical value and using a table to determine the probability that any difference between observed data and expected data is due to chance alone.

We begin by stating a null hypothesis. A null hypothesis is the prediction that something is not present, that a treatment will have no effect, or that there is no statistically significant difference between treatment and control. Another way of saying this is that the hypothesis is that an observed pattern of data and an expected pattern are effectively the same, differing only by chance, not because there is any phenomenon to be observed.

Use this template when you write a null hypothesis: I predict there will be no statistically significant difference between <observed> and <expected> (filling in specific information for those).

What would be our null hypothesis for this experiment? __________________________

_______________________________________________________________________  

_______________________________________________________________________ 

To test this hypothesis, we will need to calculate the X2 value, which is calculated in the following way:

X2 = Sum of (o-e)2
	           e
where o is the observed (actual count) and e is the expected number for each color category. The main thing to note about this formula is that, when all else is equal, the value of X2 increases as the difference between the observed and expected values increase. Note that this equation is given on your AP Biology Equations and Formulas sheet—you do not need to memorize it.

On to it!


Wash your hands; you will be handling food that you may want to munch on later.
1. Lay out a large sheet of paper—you’ll be sorting M&Ms on this.
2. Open up a bag of M&Ms and split them between the members of your double-large group.
3. DO NOT EAT ANY OF THE M&M’S (for now!).
4. Separate the M&M’s into color categories and count the number of each color of M&M you have.  
5. Record your counts in the observed row on Data Chart 1. 
6. You’ll need to calculate the expected results using the total number of M & Ms and the percentages given on the first page.
7. Determine the Chi square value for your data (the value in the lower-right of the chart. The grayed-out boxes do not get values recorded in them.


	Data Chart 1
	Color Categories

	
	Brown
	Yellow
	Red
	Green 
	Blue
	Orange
	Total

	Observed
(o)
	
	
	
	
	
	
	

	Expected (e)
	
	
	
	
	
	
	

	Difference
(o-e)
	
	
	
	
	
	
	

	Difference 
Squared (o-e)2
	
	
	
	
	
	
	

	(o-e)2/e

	
	
	
	
	
	
	

	Σ (o-e2/e) =
X2
	
	
	
	
	
	
	



Okay, if you got a Chi Square value of 0, then there is no difference at all between observed and expected—and that is a rare occurrence! If you have a value greater than zero, then it means there was a difference between the observed results and the expected results, but what we don’t know is if that result is statistically significant—so let’s figure that out now.

First examine the Chi Square table, shown on your Equations and Formulas sheet, and shown here: [image: ]
Note the term “degrees of freedom”.  For this statistical test the degrees of freedom equal the number of classes (in this case color categories) minus one:
degrees of freedom = number of categories –1

In your M&M experiment, what is the number of degrees of freedom? ___________

The reason why it is important to consider degrees of freedom is that the value of the chi-square statistic is calculated as the sum of the squared deviations for all classes. The natural increase in the value of chi-square with an increase in numbers of classes must be taken into account. 
[image: ]
Scan down the column corresponding to 5 degrees of freedom.  Values of the chi-square are given for two different probabilities, p=0.05 and p= 0.01. The probability row that we generally use is p=0.05. Scientists, in general, are willing to say that if their probability of getting the observed deviation from the expected results by chance is greater than 0.05 (5%), then we can accept the null hypothesis.  In other words, there is really no statistically significant difference in actual ratios…any differences we see between what Mars claims to put in the bag and what is actually in a bag of M&Ms just happened by chance sampling error.  

If, however, the probability of getting the observed deviation from the expected results by chance is less than 0.05 (5%) then we should reject the null hypothesis.  In other words, for our study, that would indicate a significant difference in M&M color ratios between actual store-bought bags of M&Ms and what the Mars Co. claims are the actual ratios.  Stated another way…any differences we see between what Mars claims and what is actually in a bag of M&Ms did not just happen by chance sampling error—something is awry at the 
M&M factory!

To determine if you accept or reject the null hypothesis, look at the number associated with the p=0.05 value and the appropriate degrees of freedom; in this case, that number, called the critical value, is 11.07. If the Chi Square value exceeds the critical value, we reject the null: we reject the idea that nothing is going on, and instead suspect that something is happening. If the Chi Square value is lower than the critical value, we accept the null, meaning that we think the differences between observed and expected is likely due to chance (and there is nothing we can do about chance!). 

Use this as your template for accepting or rejecting your null hypothesis: I <accept or reject> my null hypothesis because the Chi Square value of <X> <is lower than or is higher than> the critical value of <Y> for p=0.05 at <Z> degrees of freedom. 

So, using that template, state if you accept or reject your null hypothesis for your bag of 
M & Ms.
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